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Abstract—We have implemented an algorithm that finds minimal (geodesic) distances on a three-dimensional polyhedral surface. The algorithm is intrinsically parallel, inasmuch as it deals with all nodes simultaneously, and is simple to implement. Although exponential in complexity, it may be used with a companion gradient-descent surface flattening algorithm which produces an optimal flattening of a polyhedral surface [5]. Together, these two algorithms have allowed us to obtain accurate flattening of biological (monkey visual cortex) surfaces consisting of several thousand triangular faces, by providing a characterization of the distance geometry of these surfaces.

We propose this approach as a pragmatic solution to characterizing the surface geometry of the complex polyhedral surfaces which are encountered in the cortex of vertebrates. Because of its simplicity, this approach may be applicable where the complexity of implementation of computational geometry approaches presents an obstacle.

Index Terms—Computational geometry, geodesic distance, polyhedron, shortest path.

I. INTRODUCTION

Several algorithms have been described recently that find minimal distances in polyhedral surfaces. An algorithm restricted to convex polyhedra is described in [6], and algorithms to find the shortest path between two points on an arbitrary polyhedral surface have been proposed by [3], [2], and [1].

These algorithms seem difficult to implement. We do not know of the implementation of any of them, including the simpler convex case. Although the above cited solutions are both elegant and subtle, there is a need for actual implementation. In this correspondence, we describe an algorithm whose computational complexity per se is not favorable, but which has yielded good results on highly complex surfaces (monkey visual cortex) with a moderate number of nodes (~1000). Since the algorithm is relatively easy to implement, and has provided good performance in a real-world problem domain of significant complexity, we propose that it may be useful to a variety of other similar applications.

We developed this algorithm for the following specific application: to characterize the metric structure of the cortical surface of the brain in primates and humans, and to "flatten" and flatten these brain surfaces. Apart from artificially created fractal surfaces, the folded, highly convoluted surface of the brain is one of the most complex surfaces encountered in computer graphics. Therefore, we had to develop an algorithm that was simple and practical, and that would not fail in the presence of highly complex data.

One of the reasons for computerizing the distances in such surfaces is to be able to "flatten" them. It is a common procedure in neuroanatomy to press a cortical surface between glass slides, in order to "flatten" it. The errors and distortions caused by this process are not as bad, perhaps, as one might expect [7], [4]. Nevertheless, there are quantitative studies in this area which require a "flattening" which has minimal errors, consistent with the existing Gaussian curvature of the surface, and for which these errors are well understood. Thus, we use the term "flattening" in this paper to describe the construction of a best least-squares mapping of a polyhedral surface into the plane. Elsewhere [5], we describe an algorithm that does this flattening by using a steepest-descent approach to minimize the difference between the "distance matrix" of the original surface and a planar model of that surface. Obviously, we cannot apply the flattening algorithm until we obtain the original "distance matrix" since this provides the data which implicitly characterizes the surface geometry. The algorithm we describe in this correspondence performs this task.

A. Outline of the algorithm

We start with a polyhedron formed by convex planar polygons. To simplify the problem we use triangular faces. Immediately, we obtain first-neighbor distances: these are the given lengths of the edges of the triangles that form the polyhedron. We then apply the law of cosines to obtain the second-neighbor distances and any lengths and angles of the edges of the given triangles that we do not already know. Any two neighboring triangles have a three-dimensional angle between their planes (the dihedral angle). To find the distance between any two nodes, we could rotate the triangles around the dihedral angle so that the two triangles lie in the same plane, and then apply the law of cosines.

However, we need not actually perform this rotation of the triangles about the dihedral angle. The given angles and edge lengths, together with the law of cosines, suffice to let us calculate the desired distances. Although it is helpful to think of the two triangles as lying in the same plane, it is not necessary to actually perform any computations to cause them to do so. This observation lets us avoid much unnecessary computation.

At this point, we can specify an iterative use of the law of cosines, together with a growing list of angles and distances between nodes in the polyhedron. Some of these angles and distances are the angles and edge lengths of the original triangular faces. Others, 1

1Given the angles and edge lengths of two triangles joined along a common edge, the law of cosines provides the (diagonal) distance between the two nodes not joined by an edge.
which are the result of computations performed during iteration, represent the angles and edges of new objects that we call "p-triangles" and "p-quadrilaterals." The "p" stands for "pseudo," because although all of the nodes of these figures do not really lie in the same plane (that is, dihedral angles exist between the triangles), for the purposes of this algorithm we can imagine that they do.

The first two steps in the iterative application of the law of cosines, as described above, are simple. However, as the level of iteration increases, it is necessary to consider special cases and possible complications. The following sections of this report define the new geometric objects that are essential to a discussion of the algorithm, and offer a proof of the algorithm’s validity.

II. DEFINITIONS OF THE GEOMETRIC OBJECTS USED IN THE ALGORITHM

A. Polyhedron

In $\mathbb{R}^3$, a polyhedron is a figure defined to be a finite set of plane polygons such that every edge of a polygon is shared by at most one other polygon (adjacent polygons) and no subset of polygons has the same property [9]. The nodes and edges of the polygons are the nodes and edges of the polyhedron. This definition allows our polyhedra to be nonconvex, either open or closed, and to have holes; all these cases can be handled by our algorithm.

In the following discussion, we will limit our consideration to polyhedra that consist of triangular faces. The term “trihedral” refers to one of these faces.

B. n-Chain of Triangles

An n-chain of triangles is an ordered list of n different triangles such that adjacent triangles in the list share a common edge, such that triangles are adjacent to at most two others in the chain, and such that the n-chain can be unrolled into a planar series of triangles with no overlapping edges in the plane. One major element of our algorithm is the construction of n-chains of triangles. In Fig. 1(a), the set of triangles form a 4-chain. Fig. 1(b) shows a 5-chain and Fig. 1(c) shows a 9-chain. In the following discussion, we use the expression “chains of length n” to mean n-chains.

C. n-Path of Distances

An n-path between two nodes is an ordered list of edges along one or more n-chains, such that adjacent edges in the list share a common node. An alternative term for n-path is edge sequence [11]. [6].

D. Diagonal

A diagonal is a straight line between the end points of a particular n-chain. This means that straight lines between the same two points of the polyhedron over different n-chains are different diagonals. The terminology “a new diagonal” indicates the first instance of a straight line path between two particular points over a particular n-chain.

E. p-Triangle and p-Quadrilateral

p-triangles and p-quadrilaterals are convex figures on an n-chain bounded by the diagonals (e.g., see Fig. 1). The following steps provide an inductive definition and clarification of these terms.

Step 1: A 1-chain—A 1-chain and a p-triangle is a triangle of the original polyhedral surface.

Step 2: 2-chains—A 2-chain of triangles (equivalently 2 p-triangles that share a common edge) form a p-quadrilateral [see Fig. 2(a)], provided the quadrilateral formed by the two triangles is convex. (Fig. 2(b) shows a nonconvex example, which therefore is not a p-quadrilateral.) We find the unknown diagonal of the p-quadrilateral by applying the law of cosines. (We already know the other diagonal: it is the common edge of the p-triangles. We use the terms “distance” and “diagonal” interchangeably in the following discussion, because one of the sources of the distances in the computation is the set of diagonals of p-quadrilaterals.)

Note that this diagonal lies within the 2-chain of its p-quadrilateral (because the p-quadrilateral is convex). We now define the p-triangles over the 2-chain to be all the p-triangles that can be formed by this new diagonal of the p-quadrilateral and the previously known edges of the p-triangles that lie within the 2-chain. In Fig. 2(a), both ADB and ACD are p-triangles over a 2-chain.

Step 3 (Induction): So far, we have built all the possible p-triangles over chains of length 1 to n. It should be noted that one edge of a p-triangle lies over its entire n-chain and the other two edges lie over subchains of the n-chain. One can join all pairs of these p-triangles which have a common edge and which lie on opposite sides of this edge. When the sum of the angles at the edges of the common edge are each less than 180 degrees we obtain p-quadrilaterals. Those whose combined path is of length n + 1 are p-quadrilaterals over (n + 1) chains. A p-quadrilateral over an (n + 1)-chain will necessarily be composed of two p-triangles each over a chain less than length n + 1 [see Fig. 1(a)–(c)] and since we have all these required p-triangles, we can find all possible p-quadrilaterals over an (n + 1)-chain and subsequently their unknown diagonals. These diagonals lie over (n + 1)-chains. Now, using our previous set of diagonals over chains of length less than
Fig. 3. "Broken distances" between nodes. (a) A three-dimensional view of a node P where the sum of the angles is >360 degrees. Thus, certain flattenings of the triangles around this node might produce angles that are >180 degrees in both directions. Therefore, no new diagonals can be found at this level, and the distance is a "broken diagonal": APE in (b) and (c). All the different possible "broken distances" must be examined in order to determine the shortest distance between nodes (for example, ACB, ADB, AEB, AFB, AGHS for distances between nodes A and B, as shown in (d)).

or equal to n, together with these new diagonals, we can form p-triangles over (n + 1)-chains.

F. m-Broken-Diagonals on n-Chains

A path between two points of the polyhedron along the surface of it which is not a straight line is called a "broken diagonal." An m-broken-diagonal is a broken diagonal with m internal nodes. If the quadrilateral formed by two p-triangles over a 2-chain is not convex, then one of its diagonals must lie outside the 2-chain. The distance between the nodes connected by this diagonal can be determined in either of two ways. One possibility is that it will be found later on another n-chain and p-quadrilateral. The other possibility is that the shortest distance between these two nodes is one of the 2-paths on the 2-chain. This is a 1-broken-diagonal. In either case, we place this diagonal on a list of possible "1-broken-diagonals." A later section of this correspondence explains how the algorithm handles this list.

Then, as we build larger n-chains, some of the quadrilaterals formed by the p-triangles will be nonconvex. If two nodes of a quadrilateral are connected by a diagonal that lies outside the n-chain, then the shortest path on the n-chain connecting these two nodes are placed on a list of possible "1-broken-diagonals."

Fig. 3(a) is an example of a three-dimensional view of a node P where the sum of the angles is greater than 360 degrees. Both paths from nodes A to E around P possibly yield 1-broken-diagonals [Fig. 3(b) and (c)]. Fig. 3(d) shows examples of broken diagonals on longer paths.

III. THE ALGORITHM

A. Statement of Algorithm

The essential idea of this algorithm is exhaustive search of the space of all n-chains on the surface of the polyhedron. However, since this space is extremely large, we can state the algorithm as follows:

We iteratively build up the table of distances between nodes by building p-triangles and p-quadrilaterals over increasingly larger n-chains. The first iteration considers all 1-chains. The second iteration considers all of the p-quadrilaterals over 2-chains. The third iteration considers all of the p-quadrilaterals over 3-chains, as well as the p-quadrilaterals over 4-chains which, depending on the data, can be built from pairs of 2-chains. It should be noted that if a p-quadrilateral over a 4-chain can be built only from a p-triangle over a 3-chain and a p-triangle over a 1-chain, then it will be obtained only at the next iteration. At the nth iteration, all p-quadrilaterals over n-chains are processed, as are some p-quadrilaterals over chains of length n + 1 to 2n-1, depending on the data.

The iteration consists of building up new diagonals and combining them with existing diagonals to form new p-triangles. Then, combining these with other p-triangles we form new p-quadrilateral.

Each of these lies over a new n-chain or path of triangular faces and in turn generates a new diagonal along this n-chain. "1-broken diagonals" are generated when quadrilaterals formed by two p-triangles fail to be p-quadrilaterals (i.e., they are nonconvex). After 1 iterations, we know all straight line diagonal distances on chains of length 1 to i. We also know most 1-broken-diagonals on chains of length 2 to i.

For each pair of nodes, we retain the minimum of these straight line diagonal distances and 1-broken-diagonal distances. Note that some of these diagonal distances may be found later, from construction of m-broken-diagonals.

Now, we construct m-broken-diagonals for m greater than 1. For example, we construct 3-broken-diagonals between a given pair of nodes by joining the 1-broken-diagonals which link these two nodes; we construct the 2-broken-diagonals by linking straight-line-diagonals with a 2-broken-diagonal. When we have constructed all m-broken-diagonals up to some length m = k, then we can recombine these to reach lengths up to m = 2 · k in the next step. Thus, after log (i) iterations, we have exhaustively constructed all m-broken-diagonals for m \leq i.

The algorithm terminates when i = N, the total number of triangles of the polyhedron. In our application, we take i to be much smaller than N, since we only need find "patchwise" shortest distance solutions. This is because our flattening algorithm [5] only requires overlapping short-range patches of minimal distances in order to successfully flatten the original polyhedron. However, the above procedure is exhaustive, and if run to completion, will find the shortest distance between any two nodes on the polyhedron.

Finally, note that if distances between nonnodal points (i.e., which lie on the faces of triangles) are desired, they may be added to the data structure used to describe the polyhedron. This is trivial, since it amounts to triangulating a triangle with an added internal point.

B. Complexity

Since we can build four different (n + 1)-chains from an n-chain and each of these four (n + 1)-chains is generated from two different n-chains there are two times as many (n + 1)-chains as there are n-chains. Thus the number of n-chains after i iterations starting with 3-triangles is O(N · 2^i log i). Considering that we must maintain all these n-chains since we are building up distances from all nodes simultaneously (thus any n-chain may be a subchain of a larger chain which yields a minimal distance between two other nodes) and the actions taken to generate these n-chains between nodes (building up p-triangles and p-quadrilaterals etc.), the algorithm is exponential in both space and time. Therefore, to find all minimal distances between nodes, the algorithm terminates after O(N) iterations for straight lines plus O(log N) iterations for combinations of broken distances. This can require a large amount.

Some nodes may not be connected by broken diagonal paths which are obtained from n-chains. For example, consider some pairs of nodes on triangles which are connected at a single node. The distance between such nodes is found at the same time that m-broken-diagonals of order greater than 1 are determined.

Around each node, we define a patch to consist of all the nodes next-neighbors, second-neighbors, ..., nth neighbors. Note that for a surface composed of ~1000 nodes, its "radius" is ~20 nodes, so that a path to 10th neighbors is a considerable fraction of the entire surface. These patches overlap extensively, so that distance relations calculated within a patch allow an accurate flattening to take place.
of computation, due to the exponential complexity of the approach. Below, we discuss practical limits, and describe some experiments with complex surfaces (monkey visual cortex) consisting of \( \sim 10^3 \) nodes.

C. Verification of the Algorithm

Given the preceding definitions and discussions, one can see that we are combinatorially building up all possible paths in all possible ways between two nodes of our polyhedra and finding both the straight line and broken distances between them. It remains to demonstrate the following rather straightforward theorem.

Theorem: Given a \( \mathcal{Q} \)-quadrilateral over an \( n \)-chain, there exists a diagonal that lies within the \( n \)-chain. Conversely, given an \( n \)-chain, if there exists a straight line (i.e., a line drawn on the flat model of the \( n \)-chain), that lies within the \( n \)-chain and thus crosses all the triangles making up the \( n \)-chain, then there exists a \( \mathcal{Q} \)-quadrilateral whose diagonal is this line.

Proof:

\[ \Rightarrow \] By definition of \( \mathcal{Q} \)-quadrilateral convexity.

\[ \Leftarrow \] Choose the closest node of the \( n \)-chain on either side of the given straight line. In Fig. 4(a), these are nodes \( C \) and \( D \). Thus we have found two triangles, whose common edge is line \( CD \) and whose third nodes are the endpoints of the given straight line. The union of these two triangles is a quadrilateral.

The angles of the quadrilateral in Fig. 4(a) are less than 180 degrees, because the given diagonal lies within the quadrilateral as constructed.

Both triangles lie within the \( n \)-chain. If they did not, then the assumption that their vertices are the closest points to the given straight line would be contradicted [see Fig. 4(b)]. Thus, we have found the required \( \mathcal{Q} \)-triangles and \( \mathcal{Q} \)-quadrilateral.

D. Discussion of the Algorithm

The foregoing theorem proves that if a straight-line path exists between two nodes, exhaustive construction of \( \mathcal{Q} \)-triangles and \( \mathcal{Q} \)-quadrilaterals will reveal it. Any distance that is not found this way must be a "broken diagonal." As all possible "broken diagonals" are found, as described above, the shortest distance between any two nodes will ultimately be determined.

In practice, we run the algorithm far short of all \( \mathcal{O}(N) \) possible iterations (\( N \) typically being on the order of 1000). In our experience with cortical surfaces of several thousand nodes, as shown in Fig. 5, we only need to calculate distances on "patches" containing about 10 nodes in order to obtain a successful flattening from random starting configurations of our flattening algorithm [5]. This indicates that we have correctly captured the metric structure of the entire polyhedral surface with this order of iteration. Naturally, the details of this procedure are application dependent. Note that the "diameter" of a surface of \( \sim 10^3 \) nodes is about 30. Thus, our "patch size" is roughly \( 1/3 \) the (linear) size of the object. For limited runs such as these (which, given the complexity of the algorithm, are in fact the only feasible runs), the best we can expect is a good approximation to the set of minimal distances in the neighborhood. It is possible that a pathological surface (e.g., one
A Numerical Solution to the Generalized Mapmaker’s Problem: Flattening Nonconvex Polyhedral Surfaces
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Abstract—We describe methods to “unfold” and flatten the curved, convoluted surfaces of the brain in order to study the functional architecture and neural maps embedded in them. In order to do this, it is necessary to solve the general mapmaker’s problem for representing curved surfaces by planar models. This algorithm has applications in areas other than computer-aided neuroanatomy, such as robotics motion planning and geophysics.

Our algorithm maximizes the goodness of fit of distances in these surfaces to distances in a planar configuration of points. We illustrate this algorithm with a flattening of monkey visual cortex, which is an extremely complex folded surface. We find distance errors in the range of several percent, with isolated regions of larger error, for the class of cortical surfaces which we have so far studied.

Index Terms—Cortex, flattened surface, geodesic distance, map.

INTRODUCTION

The mapmaker’s problem is to find a flat representation of a curved surface, for example, the surface of the earth. Classical mapmaking has been restricted to the relatively simple spherical surface of the earth. In the case that the surface of interest is complex, and possibly nonconvex, there are no known methods of finding quasi-isometric planar representations, that is, those that distort distance relationships as little as possible.1 (An isometric map would be one in which the distance between any two points was identical to the corresponding distance in the original surface.)

The solution to this problem is of importance to computer-aided neuroanatomy, since it is often desired to view the surface of various cortical areas in a planar model. Primate cortex is highly convoluted, and provides one of the more complex surfaces encountered in practical applications.

Motion planning in robotics is another area of application for which the finding of shortest distances on polyhedral surfaces is of importance [10], [11]. Other areas of biophysics and geophysics would seem to provide possible areas of application of a generalized mapmaker’s algorithm.

Our interest is in obtaining a flat representation of the cortical surfaces of the brain, because the detailed maps of sensory and other neural data embedded in these surfaces are easiest to study, measure, and model when they are presented in planar form.

This correspondence describes the method we use to find an optimal quasi-isometry that maps an arbitrary curved surface into a plane. This mapping is optimal in the sense that it is derived from a variational principle that optimizes the overall fit between the curved and planar surfaces. The mapping is a quasi-isometry because it optimizes the fit of distances over multiple scales, rather than, for example, local angles (in which case it would be quasi-conformal).
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1An early version of this work was described by [4]. An alternative approach has been described by [1].
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